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Higher order models
Higher order models

Mathematically, simply a second factor model on the latent variable variance–covariance matrix:

$$\Psi = \Lambda^* \Psi^* \Lambda^* \top + \Theta^*$$

Same rules of identification apply:

- The higher order factor must be scaled (one factor loading or the variance fixed to 1)
- The number of variances and covariances in $\Psi$ must be at least as much as the number of parameters used to model $\Psi$
Figure 1: Major stages in the evolution of psychometric theories from Spearman’s $g$ to Cattell-Horn-Carroll (CHC) theory.
Bi-factor models
Schmid-Leiman transformed higher order models are useful for assessing explained variance of the general factor.

Many complicated nesting and equivalence relations, even though causal interpretations are vastly different!

Abstract

Recent research has suggested that a range of psychological disorders may stem from a single underlying common factor, which has been dubbed the \( p \)-factor. This finding may spur a line of research in psychopathology very similar to the history of factor modeling in intelligence and, more recently, personality research, in which similar general factors have been proposed. We point out some of the risks of modeling and interpreting general factors, derived from the fields of intelligence and personality research. We argue that: (a) factor-analytic resolution, i.e., convergence of the literature on a particular factor structure, should not be expected in the presence of multiple highly similar models; and (b) the true underlying model may not be a factor model at all, because alternative explanations can account for the correlational structure of psychopathology.